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What are the main morphological factors that control the heterogeneous responses of debris-covered 
glaciers to climate change in the southern central Himalaya? A debate is open whether thinning rates 
on debris-covered glaciers are comparable to those of debris-free ones. Previous studies have adopted 
a deterministic approach, which is indispensable, but is also limiting in that only a few glaciers can 
be monitored. In this context, we propose a statistical analysis based on a wider glacier population as 
a complement to these deterministic studies. We analysed 28 glaciers situated on the southern slopes 
of Mt. Everest in the central southern Himalaya during the period 1992–2008. This study combined 
data compiled by three distinct studies for a common period and population of glaciers for use in a 
robust statistical analysis. Generally, surface gradient was the main morphological factor controlling the 
features and responses of the glaciers to climate change. In particular, the key points that emerged are 
as follows. 1) Reduced downstream surface gradient is responsible for increased glacier thinning. 2) The 
development of supraglacial ponds is a further controlling factor of glacier thinning: where supraglacial 
ponds develop, the glaciers register further surface lowering. 3) Debris coverage and thickness index were 
not found to be significantly responsible for the development of supraglacial ponds, changes in elevation, 
or shifts in snow line altitude.

© 2017 Elsevier B.V. All rights reserved.
Abbreviations

SLA: snow line altitude
Surf: glacier surface area
�elev: elevation change
�surf: surface area change
�term: terminus change
�SLA: snow line altitude elevation shift
Debr_cover: debris coverage
Therm_resist: mean thermal resistance, as a proxy of debris thick-

ness
Pond_dens: supraglacial pond density
Down_gradient: mean surface gradient of glacier downstream
Up_gradient: mean surface gradient of glacier upstream
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Mean _gradient: mean surface gradient of the overall glacier
Min_elev, Mean_elev, Max_elev: minimum, mean and maximum 

glacier elevations
Mean_dev_from_south: the mean glacier orientation is investigated 

here as mean deviation from south

1. Introduction

Glaciers in the Hindu Kush and Himalaya are thinning and re-
ceding. Changes in glacier volume are driven by climate variations, 
particularly changes in atmospheric temperature and precipitation 
amount and phase, and are modified by ice flow (Bolch et al., 
2012; Kääb et al., 2012). Among regions, differences in recent 
glacier evolution can often be associated with the respective cli-
matic regimes (e.g., Fujita and Nuimura, 2011), particularly the 
varying influence of the south Asian monsoon and westerly dis-
turbances (e.g., Yao et al., 2012). Even within the same climatic 
region, however, the rate of glacier changes can also be heteroge-
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neous. Many recent studies have highlighted the spatially hetero-
geneous distribution of glacier wastage in the Himalayas (Scherler 
et al., 2011a; Fujita and Nuimura, 2011; Bolch et al., 2012; Kääb et 
al., 2012).

A primary focus of current research is on the effect of supra-
glacial debris cover on glacier response to climate. Scherler et 
al. (2011a) estimate that 93% of glaciers in the Himalayas have 
debris-covered areas >20%. Between 1962 and 2011, the debris 
coverage of glaciers increased by 17.6 ± 3.1% in the Mt. Everest re-
gion (Thakuri et al., 2014), and this value could increase further in 
the future (Rowan et al., 2015). Many authors consider that a de-
bris layer insulates the glacier surface from the atmosphere when 
it reaches a sufficient thickness and complicates the response to 
climate change compared to clean-ice glaciers (e.g., Kirkbride and 
Deline, 2013; Vincent et al., 2016). Consequently, the ice melt rates 
are reduced as less surface heat is conducted through the de-
bris layer and transferred to the ice (e.g., Fujita and Sakai, 2014;
Ragettli et al., 2015; Soncini et al., 2016). However, the effect of 
debris on the surface mass balance of glaciers remains unclear. Re-
cent large-scale geodetic studies based on remotely sensed data 
have provided evidence that the present-day surface lowering rates 
of some debris-covered glacier areas in the Hindu-Kush–Himalaya 
may be similar to those of debris-free areas even within the same 
altitudinal range (e.g., Kääb et al., 2012; Nuimura et al., 2012;
Ragettli et al., 2016).

In general, the thinning of debris-covered glaciers at rates sim-
ilar to those of clean glaciers is referred as the “debris-covered 
glacier anomaly” (Pellicciotti et al., 2015; Vincent et al., 2016). 
Some studies hypothesized that this similarity could be due to 
mechanisms such as the formation of supra-glacial ponds, ice 
cliffs, and englacial hydrological processes that may act as a cat-
alyst for melt (e.g., Sakai et al., 2000, 2002; Buri et al., 2015;
Miles et al., 2016), while other authors consider that the insulat-
ing effect of debris cover has a larger effect on total mass loss than 
the enhanced ice ablation due to supraglacial ponds and exposed 
ice cliffs (e.g., Hambrey et al., 2008; Vincent et al., 2016).

In this context, this study aims to contribute to this debate 
by carrying out a statistical analysis of 28 glaciers with vary-
ing debris coverage (from 0 to 66%, total area 360 km2 in 1992) 
situated on the southern slopes of Mt. Everest (central southern 
Himalaya) during the period 1992–2008. Given that the climatic 
forcing should be constant over this limited area, we attempt to 
explain differences observed in glacier changes over the past few 
decades in terms of morphological predictors. In this analysis we 
considered four main indicators of glacier change under the recent 
global warming (elevation, surface area, terminus and snow line al-
titude, or SLA), as explanatory variables. The candidate predictors 
are the slope, surface gradient, aspect, and elevation of glaciers. 
Considering the relevance of the topic, the spatial debris coverage, 
proxy of debris thickness and density of supraglacial ponds on the 
downstream areas of these glaciers are also considered in the anal-
ysis.

The question we pose here is, “What are the main morpho-
logical factors controlling the observed heterogeneous responses of 
debris-covered glaciers to climate change in the southern central 
Himalaya?” We attempt to answer to this question by analysing 
a dataset derived from three recently published studies (Nuimura 
et al., 2012; Salerno et al., 2012; Thakuri et al., 2014). The novel 
contribution of this study is that it combines a variety of morpho-
logical data collected for the same glaciers over the same study 
period in a unique statistical analysis. These data include the main 
variables that should be considered to answer the research ques-
tion: thinning rates (Nuimura et al., 2012), pond density (Salerno 
et al., 2012), and glacier and debris area changes (Thakuri et al., 
2014). Moreover, we provide here to derive the thermal resistance 
of debris cover surfaces from remotely sensed data as a proxy of 
debris thickness.

2. Region of investigation

The current study is focused on the southern Koshi (KO) Basin, 
which is located in the eastern part of the central Himalaya. In 
particular, the region of investigation includes glaciers belonging 
to the Sagarmatha (Mt. Everest) National Park (SNP) (27◦ 45′ to 
28◦ 7′ N; 85◦ 59′ to 86◦ 31′ E) on the southern slopes of Mt. 
Everest (Fig. 1) (e.g., Tartari et al., 2008; Amatya et al., 2010). The 
climate here is characterized by monsoons, which have a prevail-
ing south-north direction. The daily temperature and precipitation 
time series of the last twenty years (1994–2013) have been re-
constructed; this time series shows that the mean annual air tem-
perature has increased by 0.9 ◦C since the early 1990s (Salerno et 
al., 2015). Significant increases were found in spring and winter, 
mainly in terms of minimum daily temperatures. Regarding precip-
itation, a substantial reduction in rainfall (−47%) and in the prob-
ability of snowfall (−10%) has been observed in this area over the 
last twenty years. According to Yao et al. (2012), there is strong ev-
idence of a general weakening of the monsoon over the Himalayas 
as a whole.

Many researchers have investigated the region from a glacio-
logical perspective. Most of the large glaciers in the SNP are 
debris-covered, i.e., the ablation zone is partially covered with 
supraglacial debris (e.g., Bolch et al., 2011; Nuimura et al., 2012;
Thakuri et al., 2014). More than 75% of the glacier surfaces lie 
between 5000 m and 6500 m a.s.l. (Thakuri et al., 2014). The 
glaciers are considered as summer-accumulation glaciers, which 
are fed mainly by summer precipitation from the south Asian mon-
soon system (e.g., Soncini et al., 2016). This region is character-
ized by the greatest number of supraglacial ponds in the overall 
Hindu Kush-Himalaya range (Gardelle et al., 2011) and many stud-
ies have shown that proglacial lakes increased after the early 1960s 
(Gardelle et al., 2011; Thakuri et al., 2016).

3. Data and methods

The dataset used in this analysis comes from three published 
studies: Thakuri et al. (2014), Nuimura et al. (2012), Salerno et 
al. (2012). For the detailed methodological procedures used, it is 
necessary to refer to these works. Here, we note the main method-
ological aspects.

Thakuri et al. (2014) considered glaciers larger than 1 km2 lying 
within the SNP, and these glaciers had a total surface area of ap-
proximately 360 km2 in 1992. The authors tracked �Surf (change 
in surface area), �SLA (change in snow line altitude) and �Term
(change in terminus position) from 1962 to 2011, considering the 
intermediate dates of 1975, 1992, 2000, and 2008. Morphological 
parameters such as the mean slope, aspect, minimum, mean and 
maximum elevations, and debris coverage were also calculated for 
each year of analysis. All data were derived from satellite imagery, 
with the assistance of all available historical maps. In particular, 
a Landsat TM scene (Landsat-92, pixel 30 m) and an ALOS AVNIR-2 
scene (ALOS-08, pixel 10 m) were used for 1992 and 2008, respec-
tively. Both data were acquired after the monsoon season during 
the period of October–November (details in Thakuri et al., 2014). 
These images are characterized by low cloud cover and correspond 
to time just after the end of the snow accumulation and ablation 
period for that year; this allows for homogeneous comparisons. 
The SLA obtained from satellite imagery represents the transient 
snow line of the year that varies along the year, but remains sta-
ble after the end of summer, corresponding to the end of the 
ablation season (e.g., Pelto, 2011). For remotely sensed digital ele-
vation models (DEMs), the authors used the Advanced Spaceborne 
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Fig. 1. Region of investigation: focused map of the Sagarmatha National Park (SNP) in 1992 showing the distribution of glaciers considered in this study with a surface area 
>1 km2; in the up right corner the location of the SNP.
Thermal Emission Global Digital Elevation Model (ASTER GDEM) 
Version 2. The glacier outlines were manually delineated using 
an on-screen digitizing method based on visual interpretation and 
false-colour composite images developed from multispectral bands 
and assisted by the DEM. The band ratio (TM4/TM5) technique 
(Paul et al., 2004) was used to obtain a clear view of snow and 
ice fraction that assisted in the manual digitization. The snow lines 
on the glaciers were distinguished from the images as the bound-
ary between the bright white snow and the darker ice by visual 
interpretation and using the FCC images. The SLA was then cal-
culated for each glacier as the average altitude of the identified 
snow line using the DEM. The same DEM and the glacier out-
lines were used to derive morphological features (slope, aspect, 
elevation). The mean elevation, aspect, and slope of each glacier 
were computed as the arithmetic mean of each pixel intersected 
by the glacier outline. To identify and catalogue the glaciers, they 
followed the classification of Salerno et al. (2008). Moreover, we 
calculate the glacier surface gradient by calculating: 1) the an-
gle of a line running from the lower and the highest part of the 
glacier surface (according to Quincey et al., 2007) (hereafter gra-
dient) and 2) the mean slope of the longitudinal profile (200 m 
of longitudinal band), following central flow line of each glacier. 
Fig. S1 of Supplementary Materials presents the correlation ma-
trix among these methods. We can note that they are significantly 
correlated among each other. Afterwards, we carry out all the anal-
ysis, presented in the following, applying these three methods and 
observing the same main findings (significant correlations). There-
fore, hereafter, we decided to show only the analysis carried out 
with the glacier surface gradient calculated according to Quincey 
et al. (2007) because the observed correlations with this method 
were stronger.

We use the �Elev (change in glacier elevation) data and the 
relevant changes in glacier mass balance, which were estimated 
by Nuimura et al. (2012) from 1992 to 2008 for a region of in-
vestigation little bit larger than the SNP. The estimation was done 
on three DEMs calibrated with a differential GPS survey data done 
in 2007. The first DEM was derived from maps (Map-DEM). The 
Survey Department of Nepal published 1:50000 scale topographic 
maps from aerial photographs taken in 1992. The second DEM 
is a Shuttle Radar Topography Mission-derived DEM (SRTM-DEM).
The third DEM is an ASTER-DEM. Terrains steeper than 30◦ were 
excluded because it leads to poor accuracy (Bolch et al., 2008;
Fujita et al., 2008). The elevation changes calculated by these au-
thors are in agreement with previous studies (Bolch et al., 2011). 
The elevation change was calculated only for the gentle slopes 
corresponding mainly to the lower parts of the glaciers. We pro-
vide here the glacier surface area of each glacier for which these 
authors calculated �Elev derived from the ASTER DEM. We consid-
ered only the �Elev values of those glaciers for which more than 
2/3 of the total surface area was considered in the computation of 
the elevation change. In this way, we analysed 24 glaciers. There-
fore, in Table 1 we can observe that we excluded those glaciers 
with the highest surface gradients, for which it is more complex to 
estimate elevation changes from DEMs.

Salerno et al. (2012) digitized the surface area of supraglacial 
ponds in 2008 on the same glaciers that were tracked successively 
by Thakuri et al. (2014). The supraglacial pond density (computed 
with respect to the downstream area of the glaciers) was calcu-
lated using an ALOS AVNIR-2 scene (ALOS-08, pixel size 10 m) 
referred to the post monsoon season (24 October 2008). It is 
well known that area and shape of each supraglacial pond shows 
high intra- and interannual variability (e.g., Miles et al., 2017;
Gardelle et al., 2011; Watson et al., 2016). However, Miles et al.
(2017) pointed out that larger ponds are highly recurrent and per-
sistent among seasons and for multiple years. Considering that 
the pond population analysed in Salerno et al. (2012) represents 
a single scene, we found appropriate to evaluate if this dataset 
correctly represents the possible variability in supraglacial pond 
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eferred to the 1992–2008 period; Surface gradient data are 
rf : Surface area change; �SLA: Snow line Altitude elevation 

praglacial pond density. Mean aspect, i.e., the mean glacier 

v
.)

Max elev
(m a.s.l.)

Debr 
cover
(%)

Therm resist
(×10−2 m2 K W−1)

Pond 
dens
(%)

6417 25 1.770 0.57
7080 37 2.088 0.92
6264 20 2.555 1.81
6206 5 1.537 0.00
6442 45 2.558 0.00
6301 66 1.215 0.46
6452 39 1.693 0.84
8226 23 1.884 0.65
6097 0 1.954 0.00
6572 – 0.126 0.00
6527 2 0.915 0.00
7111 30 2.322 0.82
8260 19 1.768 1.01
5575 – 1.621 0.00
6179 38 1.604 0.00
6659 3 1.070 0.00
8467 40 2.655 0.55
5997 39 3.023 2.07
7262 19 2.204 0.99
5808 – 1.714 0.00
5578 32 2.525 0.86
6476 25 0.964 0.97
8067 26 2.158 1.32
7754 35 2.146 0.57
6553 – 0.204 0.00
6793 9 1.478 0.32
6090 40 0.589 0.00
7649 37 2.803 0.29

6502 28 1.769 0.50
6745 27 1.755 0.54
5575 0 0.126 0.00
8467 66 3.023 2.07
Table 1
Dataset of morphological characteristics analyzed in this study (data comes from Nuimura et al., 2012; Salerno et al., 2012; Thakuri et al., 2014). Glacier changes are r
calculated according to Quincey et al. (2007); the other morphological boundary conditions are referred to 1992. Surf : Glacier surface area; SLA: Snow line Altitude; �Su
shift; �Term: terminus change; �Elev: elevation change; Debr_cover: Debris coverage; Therm_resist: thermal resistance, as a proxy of debris thickness; Pond_dens: Su
orientation is investigated here as mean deviation from south (Mean_dev_from_south).

Glacier Glacier status Glacier changes (explanatory variables) Morphological boundary conditions (predictors)

Name Surf
(km2)

SLA
(m a.s.l.)

�Elev
(m a−1)

�Surf
(%)

�Term
(m)

�SLA
(m)

Down 
gradient
(◦)

Up gra-
dient
(◦)

Mean 
gradient
(◦)

Mean 
aspect
(◦)

Mean dev 
from 
south (◦)

Mean elev
(m a.s.l.)

Min ele
(m a.s.l

Amadablam 10.4 5247 0.02 −6 −142 204 7 42 16 234 54 5374 4758
Bhotekhosi 43.2 5492 −0.76 −1 −226 408 4 13 7 174 6 5578 4739
Chhule 9.1 5288 −0.53 −12 −321 225 7 28 13 119 61 5112 4766
Chhutingpo 7.6 5321 – −14 −213 48 30 28 28 140 40 5554 4905
Cholo 1.9 5062 −0.16 −24 −89 165 26 36 30 104 76 5193 4358
Cholotse 1.5 5183 −0.45 −1 −98 166 8 50 24 226 46 5270 4846
Duwo 2.1 4969 −0.55 0 −99 - 10 40 25 227 47 5191 4719
Imja 27.0 5655 −0.73 −2 – 402 4 38 20 210 30 5833 4986
Kdu_gr125 1.5 5448 −0.13 −34 −211 −2 19 46 27 172 8 5605 5258
Kdu_gr181 1.4 – – −56 – – 27 59 43 239 59 5541 4724
Kdu_gr38 1.6 5246 0.07 −47 −537 122 21 79 54 77 103 5478 4939
Khangri 18.6 5432 −0.48 0 0 232 8 49 17 167 13 5605 5027
Khumbu 38.0 5519 −0.45 1 −14 328 3 20 11 212 32 6163 4876
Kyajo 1.2 5385 −0.56 −11 0 4 14 33 24 113 67 5385 5224
Landak 2.0 5249 – 7 −218 28 9 71 22 130 50 5285 4737
Langmuche 3.7 5168 0.16 −20 −231 7 25 42 36 105 75 5546 4370
Lhotse 15.9 5425 −0.66 −3 −251 251 5 46 21 207 27 5890 4758
Lobuche 1.7 5418 – −1 −37 281 7 25 17 145 35 5356 4923
Lumsamba 22.9 5454 −0.43 −16 0 164 4 30 12 191 11 5796 4908
Machermo 1.9 5443 −0.26 −37 129 192 32 32 32 145 35 5447 5166
Melung 11.4 5386 −0.69 −4 −215 217 3 13 5 144 36 5164 4950
Nare 6.9 5368 −0.56 −12 −494 136 13 40 23 233 53 5482 4752
Ngojumba 98.3 5496 −0.56 −1 −173 189 3 24 9 184 4 5824 4674
Nuptse 8.8 5615 −0.18 −7 0 73 16 27 20 218 38 5823 4885
Phunki 1.7 – – −5 −363 – 15 65 50 210 30 5465 4720
Thyangbo 13.6 5139 – −35 −72 210 22 40 33 129 51 5469 4335
Tingbo 1.3 5271 −0.31 −13 −64 29 18 40 29 241 61 5440 4886
Wlhotse 4.7 5280 −0.20 −5 −30 193 3 47 25 203 23 5742 4954

Sum 360
Median 5.8 5377 −0.45 −6 −121 189 9 40 23 179 39 5480 4861
Mean 12.9 5345 −0.38 −13 −153 171 13 39 24 175 42 5522 4827
Min 1.2 4969 −0.76 −56 −537 −2 3 13 5 77 4 5112 4335
Max 98.3 5655 0.16 7 129 408 32 79 54 241 103 6163 5258
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density. Therefore, following the same methodological criteria de-
scribed in Salerno et al. (2012), we manually digitized the surface 
area of supraglacial ponds even in 2011 using a Landsat ETM+
scene (Landsat-11, pixel 15 m) referred to the post monsoon sea-
son (30 November 2011, details on this scene in Thakuri et al., 
2014). Fig. S2 of Supplementary Materials presents the extremely 
high agreement (r = 0.94, p < 0.001) between the supraglacial 
pond surface area of the two analysed post monsoon seasons. 
Therefore, the 2011 data will not be further discussed in the paper.

Thermal resistance of debris layer is defined as thickness di-
vided by thermal conductivity (Nakawo and Young, 1982). It can be 
used as a proxy of debris thickness, as it was applied in some stud-
ies in the Himalayas (e.g., Suzuki et al., 2007; Zhang et al., 2011;
Fujita and Sakai, 2014). Suzuki et al. (2007) proposed a method to 
calculate thermal resistance distribution from remotely sensed data 
and reanalysis data. In this study, thermal resistance (Therm_resist) 
is calculated with surface temperature and albedo data derived 
from Landsat satellite imagery, and downward shortwave and long-
wave radiation fluxes from the ERA-Interim reanalysis dataset. We 
calculate here the thermal resistance from four scenes of Land-
sat data, which are selected during the post-monsoon season from 
2001 to 2016 (Table S1). The uncertainty related to the estimated 
thermal resistance was evaluated by comparing thermal resistance 
of each of four considered scenes (Fig. S3). Variability seems small 
(Fig. S3a) and the linear regression of standard deviation against 
the averaged thermal resistance indicates that the uncertainty is 
up to 0.02 m2 K W−1, i.e., 6% (Fig. S3b). Final results for all consid-
ered glaciers are summarized in Fig. S4 and Table S2.

To explain the supraglacial pond distribution as a function of 
morphological predictors, glaciers were sub-divided into upstream 
and downstream zones distinguished on the basis of their slopes. 
For all considered glaciers, the upstream zones have steeper me-
dian surface gradients (40◦) than the downstream ones (9◦) (Ta-
ble 1) (hereafter, these zones are called Up_gradient and Down_gra-
dient, respectively). The criteria used for distinguishing the two 
areas was the change point of the glacier slope. To this end, they 
applied the CuSum (cumulative sum) control chart statistical tech-
nique (e.g., Taylor, 2000) to detect this change point in glacier slope 
along each glacier’s longitudinal profile. The CuSum control chart 
is a sequential analysis technique used in various disciplines for 
performing change detection. It provides comparative information 
that can be useful in series analysis (in this case, the hypsographic 
curve) to identify potential changes in trend means (in this case, 
a change in glacier slopes).

In terms of glacier aspect, in order to linearize this circular vari-
able (0◦–360◦), we calculated its absolute deviance from the south. 
Using this method, east- or west-facing glaciers have the same 
deviation (90◦) from the south. Hereafter, this variable is termed 
Mean_dev_from_south.

3.1. Statistical analysis

All selected morphological parameters were tested for their 
ability to predict �Surf , �SLA, �Term, and �Elev. The degree of 
correlation among the data was verified using correlation coeffi-
cients (r) after using a quantile-quantile plot of the model residu-
als to ensure that they followed a normal distribution. Otherwise, 
the data were log-transformed to meet the statistical requirements 
of the normal distribution; the residuals of the regressions were 
then tested for homoscedasticity (not shown here) (e.g., Venables 
and Ripley, 2002). All tests are implemented in the software R with 
a significance level of p < 0.05. The normality of the data is tested 
using the Shapiro–Wilk test (Shapiro and Wilk, 1965). The data 
were also tested for homogeneity of variance with Levene’s test 
(Venables and Ripley, 2002).
We further derived simple multiple regression models consid-
ering only additions among all predictors, i.e., quadratic terms and 
interactions were not considered. The modelling was conducted 
using stepwise simplification through the evaluation of the AIC 
(Akaike Information Criterion) index. The AIC index (calculated us-
ing the “stepAIC” function from the MASS library in R) is a measure 
of the relative quality of statistical models for a given set of data. 
Given a collection of models for the data, AIC estimates the qual-
ity of each model relative to each of the other models. Hence, AIC 
provides a means for model selection: the smaller the AIC value 
is, the better the model will be (Akaike, 1974). At the end of 
the process, the hypothesis that the final model adds significant 
explanatory value over the model which considers only a single 
predictor was tested using an ANOVA F-test (Venables and Rip-
ley, 2002). We used an information-theoretic approach, rather than 
one based on probability, because information criteria have several 
advantages for the type of multiple regression analysis performed 
here (Hector and Bagchi, 2007).

Moreover, we conducted a Principal Component Analysis (PCA) 
among the explanatory variables and predictors to obtain informa-
tion on the relationships among the data and to summarize the 
reasons that could justify the observed changes (e.g., Salerno et al., 
2014, 2016a, 2016b; Viviano et al., 2014). This analysis was per-
formed by using the “princomp” and “biplot” functions in the R 
Project environment (e.g., Venables and Ripley, 2002).

4. Results

4.1. Description of data

The complete dataset considered in this analysis is presented in 
Table 1 for the period 1992–2008. The mean �Elev is −0.38 ±
0.20 m a−1. Of interest is the wide range of observed changes; 
the change in surface elevation ranges from −0.76 to +0.16 m a−1

and the change in surface area (which has an average of −13 ±
3%) ranges from −56% to +1% (Kdu_gr181 and Khumbu Glacier, 
respectively). Most of the glacier termini are stable over the 
1992–2008 period, except for that of a small glacier (Kdu_gr38) 
that experienced a retreat of 537 m. High variability is also reg-
istered for the SLA, which ranges from −2 m for Kdu_gr125 to 
408 m for the Bhotekhosi.

Considering the morphological boundary conditions treated in 
this study as potential predictors of glacier changes, we observed 
that, in this region, glaciers are south-facing (175◦) on average, 
although some of them are predominantly east- (Kdu_gr38 and 
Cholo) and west- (Tingbo and Kdu_gr181) facing. The mean glacier 
surface gradient (Mean_gradient) is, as median, very steep (23◦) 
but also very variable and ranges from 5◦ to 54◦ . A conspicuous 
difference is found in the median values of Down_gradient and 
Up_gradient (9◦ and 40◦ , respectively). In fact, it was always possi-
ble to find a clear change point between the steep upstream areas 
and the gently sloping downstream tongues of glaciers. Further-
more, even for these variables, the differences among glaciers are 
elevated. In this analysis, we also considered debris coverage, con-
sidering the current research interest on this topic. On average, the 
glaciers within the study region are on average 26% debris-covered, 
although there are 6 cases in which the debris coverage is less 
than 10%. The range of Therm_resist, computed here as a proxy of 
the debris thickness, is very wide: from 0.13 ± 0.08 for Kdu_gr181 
Glacier to 3.02 ± 1 for Lobuche Glacier (10−2 m2 K W−1).

4.2. Relationships among data

The main findings of this analysis are summarized in the cor-
relation matrix shown in Fig. 2. Correlations are divided into four 
blocks to facilitate interpretation. The green rectangle shows the 
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Fig. 2. Correlation matrix among all data considered in this study. Negative correlation coefficients mean inverse relationship. Acronyms are detailed in caption of Table 1. 
Correlations are divided into four blocks to facilitate interpretation. The green rectangle shows the mutual relationships among the morphological predictors. The orange 
rectangle points out the relationships among indicators of glacier state and all other considered variables. The red block highlights the mutual correlations among the 
selected indicators of glacier change. Finally, the blue block notes the dependence of each of the explanatory variables on the potential predictors. Glacier surface area (Surf ) 
and terminus change (�Term) were log-normalized before inclusion in the statistical model. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.)
mutual relationships among the morphological predictors. The or-
ange rectangle shows the relationships among indicators of glacier 
state (Surf, the glacier surface area, and SLA, the snow line altitude 
in 1992) and all other considered variables. The red block shows 
the mutual correlations among the selected indicators of glacier 
change (i.e., the explanatory variables, �Surf , �SLA, �Term, and 
�Elev). Finally, to address the main purpose of this analysis, the 
blue block notes the dependence of each of the explanatory vari-
ables on the potential predictors.

The results are described below in two sections. First, in 
Sect. 4.2.1, we present the mutual relationships among the mor-
phological characteristics (green block). In the same section, we 
describe how these features determine the glacier states (orange 
block). Afterwards (in Sect. 4.2.2), we describe how the morpholog-
ical boundary conditions control the glacier changes (blue block) 
and the mutual relationships among the indicators of change (red 
block). All scatter plots related to Table 1 are presented in Fig. S5 
of Supplementary Materials. Furthermore, in order to facilitate the 
interpretation of findings, results are summarized through the PCA 
discussed in Sect. 5.2.

4.2.1. Morphological characteristics of glaciers and their relationship 
with Surface area, SLA, Supraglacial pond density, Debris coverage, and 
Debris thickness

Surface gradient: the overall glacier surface gradient (Mean_gradi-
ent) is well correlated with both the downstream gradient 
(Down_gradient) (r = 0.78, p < 0.001) and with the upstream 
gradient (Up_gradient) (r = 0.80, p < 0.001), although between 
them the correlation is not so high (r = 0.48, p < 0.05).
Elevation: generally, the mean, min, and max glacier elevations 
(Mean_elev, Min_elev, Max_elev, respectively) do not present 
significant relationships with the other morphological vari-
ables. We note that south oriented glaciers (low values of 
Mean_dev_from_south) present mean terminus (Min_elev) lo-
cated at higher elevation (r = −0.50, p < 0.05).

Aspect: glacier aspect (investigated here as mean deviation from 
south -Mean_dev_from_south-) is generally well correlated with 
the glacier surface gradients. Glaciers with an orientation de-
viating from south present steeper glacier surface gradients 
(r = 0.71, p < 0.001), and in particular, glaciers with these 
deviated expositions show higher Down_gradient than those 
glaciers presenting south orientations (r = 0.66, p < 0.01).

Surface area (Surf ): Larger glaciers are more south oriented (r =
−0.63, p < 0.01), presenting flatter downstream areas (Down_
gradient) (r = −0.72, p < 0.001), higher elevations of Min_elev
(r = 0.51, p < 0.05) and Max_elev (r = 0.62, p < 0.01).

Snow Line Altitude (SLA): Higher-elevation SLAs are found to be re-
lated mainly with gentler Down_gradient (p = −0.50, p <
0.05) and with glaciers more south oriented (r = −0.71, p <
0.01). The SLA is directly correlated also with Mean_elev, 
Min_elev, Max_elev, and in particular with the elevation of the 
terminus (Min_elev) (r = 0.67, p < 0.01).

Debris coverage (Debr_cover): The debris coverage does not present 
any significant relationship with the other morphological vari-
ables, in particular no relationship is found with the glacier 
altitudinal range and surface gradient. No relationship is found 
between Debr_cover and Pond_dens.

Debris thickness (Therm_resist): The thermal resistance, as a proxy 
of the debris thickness, presents a significant indirect relation-
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ship with the mean surface gradient Mean_slope (r = 0.53, p <
0.05), mainly with the downstream surface gradient (r = 0.47, 
p < 0.10). No relationship is found with the glacier altitudinal 
range, Debr_cover and Pond_dens.

Supraglacial pond density (Pond_dens). Supraglacial pond density is 
indirectly correlated with Down_gradient (r = −0.70, p < 0.01) 
and Up_gradient (r = −0.55, p < 0.05). Larger glaciers present 
higher Pond_dens (r = 0.75, p < 0.001).

4.2.2. Control of morphological boundary conditions on glacier changes

Terminus changes (�Term): The main retreats are observable for 
glaciers located far from the south orientation (r = −0.50, 
p < 0.05).

Surface area changes (�Surf ): Larger surface area reduction oc-
curred for glaciers located far from the south orientation 
(r = −0.56, p < 0.05) and for glaciers with higher Down_gra-
dient (r = −0.74, p < 0.001). Reduced losses of surface area 
are observable for those glaciers with more debris Debr_cover
(r = 0.60, p < 0.01) and where lower Pond_dens is developed 
(r = 0.55, p < 0.05). No relationship is found with thermal re-
sistance.

Snow line altitude changes (�SLA): Higher upward shifts are ob-
servable for glaciers with lower Down_gradient (r = −0.72, 
p < 0.001) and on which higher Pond_dens is developed 
(r = 0.58, p < 0.05).

Elevation changes (�Elev): At steeper glaciers we find less surface 
lowering (r = 0.73, p < 0.001). This dependence is higher con-
sidering specifically the downstream gradient, i.e., Down_gra-
dient (r = 0.70, p < 0.01). South oriented glaciers present the 
greater surface lowering (r = 0.57, p < 0.05). A weak relation-
ship is found with the Debr_cover (r = −0.44, p < 0.1), i.e., 
greater surface lowering is found for glaciers more covered by 
debris. However, no relationship is found with thermal resis-
tance. More significant is the relationship between �Elev and 
Pond_dens (r = −0.68, p < 0.01), i.e., greater surface lowering 
is found for glaciers with higher supraglacial pond density.

Relationship among the indicators of glacier change: Glaciers showing 
greater surface lowering experienced larger upward shift of 
SLA (r = −0.65, p < 0.01), but less surface area shrinkage 
(r = −0.63, p < 0.01). On the contrary, greater surface area re-
ductions correspond to less shift of SLA and greater terminus 
retreats (r = 0.54, p < 0.05).

5. Discussion

5.1. Morphological factors that control glacier features

Here we attempt to explain the findings described in Sect. 4.2.1. 
First, we observe that, as the aspect deviates from the south, the 
glaciers become significantly smaller and steeper. As an hypothe-
sis, the reason could be found considering that these glaciers are 
located in valleys that are perpendicular to the prevailing south-
north direction of the monsoon. These valleys could be less hol-
lowed out by the precipitation-driven geomorphic processes. Thus, 
they contain steep terrain, and the glaciers in these valleys are 
subjected to greater driving stresses, which could favour loss of 
ice due to topographic instabilities (i.e., more frequent avalanches) 
(e.g., Bernhardt and Schulz, 2010). In contrast, south-oriented val-
leys (hereafter south-valleys) present gentle surface gradients that 
have been deeply excavated by the south Asian monsoon. Glaciers 
lying in these south-valleys (hereafter south-glaciers) are thus able 
to grow to larger sizes. In particular, we observed that the surface 
gradients of downstream valleys, which correspond to the surface 
gradients of the downstream areas of the glaciers, is the main 
favourable controlling factor for glacier surface development.
Large south-glaciers have fronts located at higher elevations 
than glaciers deviating from the south. This is probably due to the 
higher insolation occurring in the south-valleys, which likely re-
ceive more solar energy as a main heat source for glacier melting 
(Fujita and Ageta, 2000; Azam et al., 2012). Under these conditions, 
we also found glaciers with higher elevated SLAs.

In fact, we can say generally that, whereas elevation is a 
proxy for temperature (Salerno et al., 2008; Salerno et al., 2014;
Racoviteanu et al., 2015), aspect is a proxy for insolation (Oliphant 
et al., 2003), and surface gradient is the key factor responsi-
ble for the transport of ice and rock from upstream to down-
stream glacier areas (Scherler et al., 2011a, 2011b). Considering 
that south-glaciers likely receive more solar radiation (Oliphant et 
al., 2003), the observed pattern of glacier sizes and their spatial 
distribution appears counterintuitive, but it can be justified that, 
on these glaciers, the driving stresses (conditioned by surface gra-
dients) are the key factor in determining glacier size, while the 
SLA elevation is governed by the glacier aspect, which controls the 
quantity of insulation and thus the heat balance on the glacier sur-
face.

Debris coverage did not show any significant relationship with 
the other morphological variables, while its thickness (thermal re-
sistance) is higher for gentle downstream surface gradients. We 
suppose that reduced downstream surface gradients could favour 
the accumulation of debris. Moreover, we found a significant re-
lationship between debris thickness and glacier aspect, i.e., south 
oriented glaciers presents higher debris thicknesses. Even in this 
case this relationship could be explained considering that glacier 
are more gentle at these orientations. However, in this regard, 
Nagai et al. (2013) argued that the SW-facing upper slope situated 
above the glacier could supply more debris through the enhanced 
diurnal freeze–thaw cycles, which could favour permafrost degra-
dation and snow avalanches.

Supraglacial pond density is found to be larger for glaciers with 
gently sloping lower and upper regions. As previously described 
in Salerno et al. (2012), the model that considers the surface gra-
dients of the two glacier areas separately is able to describe the 
supraglacial pond surfaces better than the model considering the 
mean surface gradient of the glacier as a whole. In this regard, 
many studies have shown that the present condition of ice stag-
nation of glaciers in the southern central Himalayas is attributable 
to the low flow velocities generated by generally negative mass 
balances. An increase in glacier flow can be attributed to an in-
crease in the glacier surface gradient brought on by an imbalance 
between the amounts of accumulation versus ablation. This imbal-
ance increases the shear stress on a glacier until it begins to flow. 
The greater the upstream glacier surface gradient, the greater the 
possibility that an addition of new snow and ice will be transferred 
to the lower zone, and therefore the higher the flow velocity of the 
glacier terminus is expected to be. Therefore, given two glaciers, 
the one with a more gently sloping upstream region presents more 
favourable conditions for the development of supraglacial ponds 
caused by a minor transport of new snow and ice, which decreases 
the flow velocity of the glacier termini.

5.2. Morphological controlling factors for glacier changes

Now that we have described the “morphological boundary sys-
tem” in the previous section, we now attempt to rationalize the 
correlations shown in Sect. 4.2.2. First, we discuss one of the main 
findings of this analysis that is related to glacier elevation change. 
We observed that glaciers react to the same climatic forcing in 
different ways, i.e., along a spectrum with one extreme involv-
ing significant surface lowering and high upward shift of SLA, and 
the other involving large surface area reduction and terminus re-
treat. The main morphological controlling factor of this behaviour 
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Table 2
Linear multi regression equations between morphological control factors 
(Up_gradient/Down_gradient: surface gradient of upstream, downstream glacier; 
Pond_dens: supraglacial pond density; Debr_cover: debris coverage; Therm_resist: 
thermal resistance as a proxy of debris thickness; Mean_dev_from_south: glacier ori-
entation). In the table the regression coefficients are reported, all terms were found 
significant at p < 0.05.

Predictors
Explanatory variables

�Elev
(m a−1)

�SLA
(m)

�Surf
(%)

�Term
(m)

Intercept −0.44 181 −0.10 −2.15
Down_gradient (◦) 0.02 −4.9 −0.001 –
Up_gradient (◦) – – – –
Pond_dens (km2/km2) −0.18 290 – –
Debr_cover (%) – – 0.003 –
Therm_resist (m2 K W−1) – – – –
Mean_dev_from_south (◦) – – – −63.1

is the glacier surface gradient and in particular the surface gradi-
ent of the downstream portion of the glacier. Glaciers presenting 
downstream areas with gentle surface gradients (mainly south-
glaciers) present the greatest surface lowering, high upwards shift 
of SLA, limited surface area losses and terminus retreats. Two ex-
amples of these extremes are shown in Fig. 4: glaciers that exem-
plify this pattern include Lhotse (Fig. 4, on the left), Bhotekhosi, 
and Melung (from Table 1, the mean values for these glaciers are 
Down_gradient = 3.9◦ , Mean_aspect = 175◦ , Mean_dev_from_south
= 5◦ , �Elev = −0.70 m a−1, �SLA = 292 m, �Surf = −2.6%, and 
�Term = −230 m). In contrast, steeper glaciers, which deviate 
from south-valleys, present opposite changes: large losses of sur-
face area and higher front retreats, but the lowest surface lowering 
and reduced upwards shift of SLA. Glaciers that exemplify this pat-
tern are Cholo (Fig. 4, on the right), Kdu_gr38, and Langmuce (from 
Table 1, the mean values for these glaciers are Down_gradient =
24.3◦ , Mean_dev_from_south = 95◦ , �Elev = +0.02 m a−1; �SLA =
98 m, �Surf = −30.3%, and �Term = −292 m). Elevation profiles, 
related to the two proposed examples shown in Fig. 4, are pre-
sented in Fig. 5.

Further, to investigate possible additive properties between fac-
tors controlling these glacier changes, we derived multiple regres-
sion models. The process of models development was conducted 
by stepwise simplification through the evaluation of the AIC in-
dex. We present here just the final step of the process, which is 
the result considering both the highest quality of the fit and the 
lowest number of equation terms (Akaike, 1974; Venables and Rip-
ley, 2002; Hector and Bagchi, 2007; Salerno et al., 2012). Many 
variables were excluded from the final setting because their con-
tribution did not appear to be significant in improving the pre-
dictive ability of the model. Table 2 shows the significant factors 
controlling the glacier changes. Down_gradient and Pond_dens to-
gether generate a model with a performance that is significant 
and greater than the ability of any individual variable in predict-
ing �Elev and �SLA (r = 0.78, p < 0.001; r = 0.79, p < 0.001, 
respectively). For these explanatory variables, Debr_cover is not a 
significant controlling factor, while the contribution of Debr_cover
is significant (over Down_gradient) in explaining �Surf (r = 0.74, 
p < 0.001).

How can we interpret the results of the simple (Fig. 2) and mul-
tiple (Table 2) regression analyses?

With regard to the loss of surface area, surface gradient as a 
morphological factor controlling glacier shrinkage has been pre-
viously observed by Salerno et al. (2014), Loibl et al. (2014) and 
Racoviteanu et al. (2015). These authors support the idea that driv-
ing stresses favour detachment and loss of ice blocks. However, we 
observe here that a high debris coverage seems to protect glaciers 
from losses, perhaps because, as an hypothesis ice that includes 
debris is more compact and less subject to detachment.
Turning to the changes in glacier elevation, from a physical 
point of view, lower surface gradients are thought to induce re-
duced glacier ice flow, thus allowing the development of stagnant 
ice (e.g., Scherler et al., 2011a). Under these conditions, consequent 
lower terminus retreat rates have already been observed (Scherler 
et al., 2011a; Bolch et al., 2008), as well as the development 
of supraglacial ponds (Salerno et al., 2012; Thakuri et al., 2016;
Ragettli et al., 2016). In this analysis, we note that downstream 
surface gradients over 15◦ inhibit glacier surface lowering, while 
the greatest surface lowering is found on downstream surface gra-
dients lower than 5◦ (Fig. 4). Therefore, the lower glacier velocity 
induced by gentler surface gradients, which produce stagnant con-
ditions, is also responsible for greater downwasting. Moreover, we 
show that higher supraglacial pond density is a further signifi-
cant and negative controlling factor on glacier elevation change, 
i.e., greater surface lowering is found for glaciers with higher 
supraglacial pond density. Although there is some auto-correlation 
among these variables, the supraglacial pond density is found to 
be a significant predictor in the multiple regression model, which 
means that the pond density is an independent and additional fac-
tor that controls glacier elevation change. Gently sloping glacier 
downstream areas favour both higher surface lowering and the de-
velopment of supraglacial ponds, but where supraglacial ponds are 
able to develop (i.e., for glaciers that also have gently sloping up-
stream areas), the glaciers register additional surface lowering.

Moreover, we observe that the additional control exercised by 
supraglacial ponds is also significant in determining changes in 
SLA. This relationship is because a correspondence between greater 
surface lowering and larger upward shifts of SLA has been ob-
served. Therefore, our finding that shifts in SLA are a good pre-
dictor of glacier mass balance indicates that they are related to the 
same morphological factors controlling changes in glacier surface 
elevation.

This analysis thus confirms the hypothesis of those authors 
who consider that supraglacial ponds enhance the melt of debris-
covered ice by absorbing radiative heat as hot spots (Sakai et al., 
2000, 2002; Buri et al., 2015; Miles et al., 2016), such that their 
distribution and density are important for better understanding 
the mechanisms of glacier degradation. Lamsal et al. (2016) re-
cently found a significant negative correlation between the size of 
supraglacial ponds and the rate of elevation change, indicating that 
at sites where larger supraglacial ponds exist, the glacier surface is 
more down-wasted than at sites where smaller ponds exist. This 
observation was explained based on the consideration that the en-
ergy absorption by supraglacial ponds is several times larger than 
that of the surrounding debris-covered surface (Sakai et al., 2000;
Miles et al., 2016).

This analysis concludes with the PCA of Fig. 3, which provides 
an overall overview of the mutual relationships among the selected 
explanatory variables and the main controlling factors considered 
in this work. The bottom and left axes represent the “scores” of 
the analysis. We observe that the first principal component (PC1) 
explains 57% of the variance, while the second one (PC2) explains 
26%. The top and right axes show the “factor loadings”. The black 
points represent the positions of glaciers with reference to the first 
pair of axes, while the lengths of the arrows refer to the sec-
ond factor loadings. Factor loadings, representing the weightings 
of variables into each component, are the key to understanding 
the underlying nature of a particular factor. Red labels represent 
the main explanatory variables, while the green ones represent the 
main morphological factors identified from the cross-correlation 
matrix shown in Fig. 2. To simplifying the reading of the PCA, we 
do not consider in this figure the relative change (�) of the ex-
planatory variables, but, we use the surface lowering, surface area 
loss, terminus retreat and upward shift in the SLA directly. The 
green ellipse represents the 95% confidence interval for the data: 
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Fig. 3. Summary of results: PCA among glacier changes (red labels) and main morphological predictors (green labels). The green ellipse represents the 95% confidence interval 
for data. Refer to the text for details on this figure. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this 
article.)
there is only one outlier (Lumbsamba Glacier). This means that 
data analysed are normally distributed and that the relationships 
described in this study characterize quite all considered glaciers. 
In PC1, the variables with positive loadings are the surface area re-
duction and the downstream surface gradient; all the others have 
negative loadings. Therefore the PCA helps us to simplify the re-
lationships described in this study: when the arrows point in the 
same direction the relationships are direct, on the contrary are in-
direct.

6. Conclusions

There is presently an open debate on the thinning rates of 
debris-covered glaciers. Some authors defend the more classic idea, 
which considers that the insulating effect of debris covers has a 
larger effect on total mass loss than the enhanced ice ablation due 
to supraglacial ponds and exposed ice cliffs. In contrast, other stud-
ies have observed similar rates as those seen on clean glaciers and 
hypothesize that these glacial features may act as a catalyst for 
melting by absorbing radiative heat as hot spots. This similarity is 
recently referred as the “debris-covered glacier anomaly”.
So far, previous studies have adopted a deterministic approach, 
which is indispensable but mainly based on laborious field cam-
paigns. Considering the remoteness of the region, only a few 
glaciers could be monitored using these methods. In some cases, 
the necessary observations were not performed at the spatial scale 
of an entire glacier, and indeed, were limited to areas around the 
relevant glacial features. This is because supraglacial ponds and ice 
cliffs are small-scale features on the glacier surface and thus re-
quire high-resolution (e.g., in situ) observations.

In this context, the analysis proposed here, which is based on 
a larger population of glaciers, is not an alternative, but a com-
plement to these deterministic studies. The proposed stochastic 
approach was not able to directly represent the physical processes, 
but at the same time was able to identify strong possibilities for 
relationships among the selected indicators of glacier change and 
morphological factors. However, it is often emphasized in statis-
tics that a correlation between two variables does not necessarily 
imply that one variable causes the other (e.g., Aldrich, 1995).

We analysed 28 glaciers lying on the southern slopes of Mt. 
Everest (central southern Himalaya) during the period 1992–2008. 
This was made possible by combining data referring to the same 
glaciers during the same period and derived from three recent 
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Fig. 4. Examples of opposite changes occurred for two glaciers in SNP: on the left the Lhotse Glacier; on the right the Cholo Glacier. For both glaciers: a) glacier slope derived 
from DEM; b) debris coverage and supraglacial ponds; c) changes in surface area, SLA, and terminus position; changes in elevation; d) glacier elevation change. Glaciers 
presenting downstream areas with gentle surface gradients, mainly south-glaciers, as the case shown in this figure of Lhotse Glacier, show the highest supraglacial pond 
density, the greatest surface lowering, high upwards shift of SLA and limited surface area losses.
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Fig. 5. Elevation profiles related to the two proposed examples in Fig. 4: Lhotse Glacier and Cholo Glacier. The location of the change in slope (derived from DEM) is indicated, 
and supraglacial pond locations in 2008 are shown from Salerno et al. (2012).
published works (Nuimura et al., 2012; Salerno et al., 2012;
Thakuri et al., 2014) in a unique statistical analysis. It was pos-
sible to answer the question we posed here:

“What are the main morphological factors controlling the ob-
served heterogeneous responses of debris-covered glaciers to cli-
mate change in the southern central Himalaya?”

The following key points emerged from the analysis carried out 
here and are therefore valid for this geographical and temporal 
context:

1) South-facing valleys have gentle surface gradients because 
they have been deeply excavated by the south Asian monsoon. 
Glaciers within these valleys are able to grow to larger sizes. 
We observed a clear spatial pattern regulating the glacier re-
sponses to climate change: south-facing glaciers, which have 
flatter downstream areas, tend to be more subject to lowering 
of the glacier surface, to developing supraglacial ponds and to 
shift their SLAs upwards. Glaciers deviating from the south ori-
entation, which are steeper, tend to lose more surface area and 
their termini retreat.

2) Larger glaciers experienced high rates of surface lowering and 
upward shifts of their SLAs, corresponding to slight surface 
area reductions and retreats of their termini. Therefore, ele-
vation change is the best indicator in this region to describe 
the responses of glaciers to climate change and the shift of 
SLA can be used as suitable proxy to describe this impact, as 
the two variables directly correlated.

3) Considering that the climatic forcing in this region is homo-
geneous, the changes observed in the glacier responses are 
indeed heterogeneous. We have shown that the differences 
are mainly due to glacier surface gradients. Previous studies 
have demonstrated that flatter downstream and upstream ar-
eas favour the development of supraglacial ponds. We found 
here that the downstream surface gradient is also responsible 
for higher glacier elevation lowering. This morphological fac-
tor controls ice flow velocity: gentle surface gradients, which 
produce low velocities and possibly stagnant conditions that 
favour the development of supraglacial ponds and elevation 
lowering.

4) The development of supraglacial ponds was found here to be 
a further controlling factor of glacier elevation change. Where 
supraglacial ponds are able to develop (i.e., for glaciers that 
have gently sloping upstream areas), glaciers display further 
surface lowering. This analysis thus confirms the hypothesis of 
those authors who consider that supraglacial ponds enhance 
the melting of debris-covered ice.

5) The debris coverage and thickness were not found to be signif-
icantly responsible for the development of supraglacial ponds, 
the elevation changes, or the shift in SLAs. On the other hand, 
reduced losses of surface area are observable for those glaciers 
with more debris coverage. Moreover, it does not present any 
significant relationship with the other morphological variables, 
in particular no relationship is found with the glacier alti-
tudinal range, while the debris thickness is higher for gen-
tle downstream surface gradients. We suppose that reduced 
downstream surface gradients could favour the accumulation 
of debris.

One important limit of the present study is related to unavail-
ability of data on ice cliffs located on the analysed glaciers. In 
fact, these glacier forms are considered by some authors (e.g., 
Sakai et al., 2000, 2002; Buri et al., 2015; Miles et al., 2016;
Thompson et al., 2016), as discussed here only for supraglacial 
ponds, important catalysts for melt and in particular in terms of 
mass loss (e.g., Thompson et al., 2016). We hope future studies 
could fill this gap.
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SUPLEMENTARY MATERIAL 

 
Figure S1: Correlation matrix referred to different methods to calculate the glacier slope and surface gradient. DEM: mean slope calculated from the DEM; Transect: mean 

slope calculated along a longitudinal profile (200 m band, as distance); Gradient: surface gradient  derived by calculating the angle of a line running from the lowest and the 

highest part of the glacier (according to Quincey et al, 2007). Down/Up/All refer to the  downstream, upstream, and all glacier surface. The coefficient of correlation (r) is 

plotted with a relevant level of significance (p<0.001 ‘***’; p<0.01 ‘**’; p<0.05 ‘*’; p<0.1 ‘.’). 



 

Figure S2: Supraglacial pond surface area of the two analysed post monsoon seasons (24 October 2008 and 30 November 2011) 
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Figure S3: Scatter plots of (a) thermal resistance and (b) standard deviations of multi-temporal Landast data against averaged one. 

 

 

 

 

 

 

 

 

Figure S4: Selected glaciers and spatial distribution of thermal resistance in study area.  

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S5: Correlation matrix referred to Figure 2. ΔSURF: Surface area change; ΔSLA: Snow Line Altitude elevation shift; ΔTERM: terminus change; D_Slope: Downstream 

slope; U_Slope: Upstream slope; DEBR COV: debris coverage; DEBR THCK: debris thickness; Aspect: Glacier aspect expressed as mean deviation from S (see the text); SLA: 

Snow Line Altitude in 1992; SURF: Glacier surface area in 1992. POND_DENS: Supraglacial pond density. The coefficient of correlation (r) is plotted with a relevant level of 

significance (p<0.001 ‘***’; p<0.01 ‘**’; p<0.05 ‘*’; p<0.1 ‘.’). 



Table S1: Landsat scene considered for the thermal resistance calculation.  

Scene ID Date Sensor 

LE71400412001290SGS00 17-Oct-01 ETM+ 

LT51400412008286BJC01 12-Oct-08 TM 

LT51400412009288KHC00 15-Oct-09 TM 

LC81400412016292LGN00 18-Oct-16 OLI 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table S2: Statistical summary related to the thermal resistance estimation for each glacier.  

 

Name 
Min R 

(×10-2 m2 K W-1)
Max R 

(×10-2 m2 K W-1)
Mean R 

(×10-2 m2 K W-1)
SD R 

(×10-2 m2 K W-1)

Amadablam 0.002 4.459 1.770 0.746 
Bhotekhosi 0.001 6.141 2.088 0.732 
Chhule 0.010 6.880 2.555 1.040 
Chhutingpo 0.002 5.126 1.537 0.766 
Cholo 0.015 6.538 2.558 0.893 
Cholotse 0.012 3.142 1.215 0.696 
Duwo 0.003 3.146 1.693 0.729 
Imja 0.002 5.814 1.884 0.919 
Kdu_gr125 0.065 4.808 1.954 0.810 
Kdu_gr181 0.031 0.341 0.126 0.079 
Kdu_gr38 0.001 4.494 0.915 0.962 
Khangri 0.002 5.230 2.322 0.700 
Khumbu 0.005 4.520 1.768 0.768 
Kyajo 0.067 6.337 1.621 1.204 
Landak 0.004 4.588 1.604 1.032 
Langmuche 0.040 3.015 1.070 0.822 
Lhotse 0.005 4.575 2.655 0.679 
Lobuche 0.411 4.949 3.023 1.090 
Lumsamba 0.004 4.969 2.204 0.672 
Machermo 0.185 4.252 1.714 0.703 
Melung 0.004 4.583 2.525 0.647 
Nare 0.000 2.098 0.964 0.527 
Ngojumba 0.000 11.905 2.158 0.829 
Nuptse 0.122 4.889 2.146 0.567 
Phunki 0.002 0.516 0.204 0.141 
Thyangbo 0.014 3.249 1.478 0.920 
Tingbo 0.012 1.376 0.589 0.418 
Wlhotse 0.005 5.977 2.803 0.871 
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